Three-dimensional spinning solitons in dispersive media with the cubic-quintic nonlinearity
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We study spatiotemporal three-dimensional bright solitons in optical media whose non-linear response includes third- and fifth-order terms. By means of numerical simulations, lower and upper stability and existence borders for the solitons without the internal ‘‘spin’’ are identified. Using the variational method based on two different trial functions and collating the results, we obtain approximate solutions for spinning (vortex) solitons. The presence of the lower stability border for both the zero-spin and spinning solitons is a drastic difference of the three-dimensional solitons from those in one and two dimensions. The results show that the corresponding stability and existence borders are chiefly determined by the spatial dimension, quite weakly depending on the soliton’s ‘‘spin.’’ However, the energy of the spinning soliton is much larger than that of the zero-spin one.

PACS number(s): 42.65.Tg

I. INTRODUCTION

Optical spatiotemporal solitons, or the so-called light bullets (LB’s) [1–7], have been attracting a growing interest in the last decade, as they are expected to be a new fundamental physical object, and also have a potential to implement ultrafast all-optical switching in a bulk medium [8–12]. Various effects generated by interactions between the spatiotemporal solitons, such as scattering, fusion, repulsion, and spiraling, have also been theoretically studied [8,9,13–16].

It is well known that in the Kerr medium with a purely cubic nonlinear response, LB’s formally exist, but, in both the two- and three-dimensional (2D and 3D) cases, they are unstable against the spatiotemporal collapse induced by a combined effect of the nonlinearity and anomalous dispersion [3]. To prevent the collapse, it is necessary to change the nonlinearity. One possibility is to consider media with a quadratic (second-harmonic generating) nonlinearity [12]. The theoretical work in this direction, begun long ago [1] and continued recently [12], has finally led to the experimental observation of a LB. In fact, the observed object was a quasi-2D bullet in a 3D sample of the LiIO 3 optical crystal. The size of the sample was ∼1 cm. Work aimed at the observation of a fully localized 3D bullet in the same medium is now in progress [17].

Alternatively, the collapse can be checked by a saturation of the Kerr response [18–20]. The dependence of the nonlinear correction to the refractive index on the light intensity \( I \) is then

\[
n_{\text{nl}} = n_K I (1 + I/I_s)^{-1},
\]

where \( n_K \) is the Kerr coefficient, and \( I_s \) is the saturation intensity. For this model, the existence and stability of 2D axisymmetric ‘‘bullets’’ (spatiotemporal solitons) has been known for a long time [21]; 3D spherically symmetric solitons and their stability in the same model were studied in detail by Edmundson [22]. Note, however, that higher-order soliton modes, consisting of a dark spot that is surrounded by bright rings, were numerically found to be unstable in the 2D saturable model [23].

For weak fields, \( I/I_s \ll 1 \), Eq. (1) yields the usual self-focusing Kerr response, \( n_{\text{nl}} = n_K I \). With the increase of the intensity, it is necessary to take into consideration the next-order self-defocusing term in the expansion of the full refractive index:

\[
n = n_0 + n_2 I - n_4 I^2,
\]

where \( n_0 \) is its linear part, \( n_2 = n_K \), and \( n_4 = 2n_K/I_s \).

Although the cubic–quintic (with respect to the field amplitude, see below) dependence \( n(I) \) corresponding to Eq. (2) was obtained from the expansion of the saturable dependence (1) for small values of the intensity, it makes sense to consider the cubic-quintic model (2) as an independent one, valid beyond the framework of applicability of the expansion to Eq. (1) [24,13]. This is stimulated, in particular, by the fact that the dependence \( n(I) \) in a form well approximated by Eq. (2) has been found experimentally in some organic materials [25]. From the theoretical viewpoint, there is a drastic difference between the saturable and cubic-quintic models. As was demonstrated long ago by Kolokolov [26], the (nonspinning) spatiotemporal solitons in the former model are stable, because the model satisfies the self-focusing condition \( dn/dI > 0 \) at all values of \( I \). Obviously, this is not the case for the cubic-quintic model; hence the solitons’ stability must be studied separately in this model. It is noteworthy that the quintic term, while preventing the collapse, causes only a small change in the effective potential of the interaction between far-separated spatiotemporal solitons [14,15].

An equation governing the evolution of the envelope \( E \) of the electromagnetic field \( (I = |E|^2) \) in a nonlinear isotropic
spatial diffraction

dispersive medium, where the refractive index is taken in the

form (2), is the cubic-quintic nonlinear Schrödinger (CQNLs) equation:

\[ 2i\kappa E_c + \nabla_1^2 E + \kappa D E_{TT} + 2\kappa^2 (n_2/n_0)|E|^2 E - 2\kappa^2 (n_4/n_0)|E|^4 E = 0, \]

where \( \kappa \) is the propagation constant (wave number), \( D = -\Delta^2 k/\partial a^2 \) > 0 is the coefficient of the temporal dispersion, which is assumed anomalous (there is no chance to have solitons if the dispersion is normal, with \( D < 0 \)), \( T = t - z/v_g \) ( \( v_g \) being the group velocity of the carrier wave) is the "reduced time," and the Laplacian \( \nabla_1^2 \) (representing the spatial diffraction) acts on the transverse coordinates.

Defining rescaled variables \( u = E\sqrt{n_4/n_2} \), \( \tau = T n_2 \sqrt{2\kappa}/D n_0 n_A \), \( \xi = z n_0 n_2 \kappa / n_A \), and \( (\xi, \eta) = (x, y) \kappa n_2 \sqrt{2/n_A} \), one transforms Eq. (3) into a normalized form:

\[ iu_{\xi} + \nabla^2 u + |u|^2 u - |u|^4 u = 0, \]

where \( \nabla^2 = \partial^2 / \partial x^2 + \partial^2 / \partial y^2 + \partial^2 / \partial z^2 \) is the spatiotemporal Laplacian. Note that, like the usual cubic NLS equation, the normalized CQNLs equation (4) contains no dimensionless parameters. Nevertheless, soliton solutions to Eq. (4) have an important difference from those found for the Kerr media; namely, the NLS equation admits an obvious rescaling of solutions without changing the form of the equation. This makes it possible for a single soliton to represent all the soliton solutions [3]. The situation is different for the CQNLs equation, in which rescaling the variables without a change of the equation’s form is impossible. Therefore, it is necessary to search numerically for a whole family of solutions, by varying values of a properly defined control parameter. This was done for 2D bright vortex solitons, i.e., localized solutions with an internal vorticity ("spin") 1, in Ref. [13]. Later, the analysis was extended to 2D solitons with zero spin [27].

The most remarkable property of the 2D vortex solitons in the CQNLs model, discovered by means of numerical simulations in Ref. [13], is their stability (note, however, the instability of a helical vortex soliton in the same model, with an amplitude periodically modulated along the propagation distance, which was reported in Ref. [28]). In sharp contrast with this, 2D vortex solitons in the model with the quadratic nonlinearity, although they exist as stationary solutions, are subject to a strong azimuthal instability, which was predicted numerically [29,30], and then observed experimentally [31]. A similar strong azimuthal instability of the 2D spinning soliton has been found in numerical simulations of the model with the saturable nonlinearity (1) [29]. The latter fact stresses a drastic difference between the saturable and cubic-quintic models.

The objective of this work is to find 3D soliton solutions of Eq. (4), i.e., the light bullets in the bulk cubic-quintic medium. In Sec. II, we numerically search for radially symmetric solitons without the spin. We find two branches in the dependence of the soliton’s energy on its propagation constant (i.e., two different branches of the solutions), only one of them being stable. This dependence qualitatively (but not quantitatively) resembles the U-shaped curve known for the saturable model [22]. We determine a stability threshold for the soliton solutions, along with their existence boundary. In Sec. III, which is the core of this work, spinning 3D light bullets are studied by means of the variational approximation (VA). We find the corresponding solutions, using two essentially different versions of VA, and discuss their common properties and distinctions (with the conclusion that both predict crucially important properties in a nearly identical form). Similar to the zero-spin 3D solitons, and unlike the 2D vortex ones [13], the solution for the spinning 3D solitons has stable and unstable branches. The stability threshold for the solutions is found. In Sec. IV, we compare the properties of the 3D light bullets with and without spin. We conclude that, while the minimum (threshold) energy of the spinning soliton is more than four times as large as that of the zero-spin one, the stability threshold, defined in terms of the soliton’s propagation constant, very weakly depends on the spin.

To conclude the introduction, it is relevant to briefly discuss how, in principle, the bullets may be generated in an experiment. For the zero-spin case, an incident laser pulse may self-trap into the bullet in the bulk medium, as was the case in the recent experiment [7]. To generate a spinning bullet, one may use a pulse that has passed through a specially shaped phase mask, which can lend the pulse the necessary vorticity, as was done in the work [31].

II. ZERO-SPIN SOLITONS

Following Ref. [3], we introduce the spatiotemporal radius

\[ r = \sqrt{\xi^2 + \eta^2 + \tau^2} \]

and search for solutions to Eq. (4) in the form \( u(\xi, \eta, \tau, \xi) = \exp(ik\xi)V(r) \). An equation for \( V(r) \) can then be easily obtained:

\[ V'' + (2/r)V' - kV + V^3 - V^5 = 0, \]

with the boundary conditions defined by means of asymptotic expressions,

\[ V(r) = a(k)(1 + \gamma r^2), \quad \gamma = (a^4 - a^2 + k)/6, \quad r \to 0, \]

\[ V(r) = A(k)r^{-1} \exp(-\sqrt{k}r), \quad r \to \infty. \]

Figure 1 displays a set of solutions to Eq. (6), obtained, for different values of \( k \), by means of the shooting method. It is noteworthy that the effective size of the soliton increases with the parameter \( k \), i.e., contrary to what is suggested by the asymptotic expression (8), \( k^{-1/2} \) is not an estimate for the soliton’s size. With the increase of the size, the distribution of the field at the soliton’s center becomes flatter. This corresponds to a decrease of the curvature parameter \( \gamma \) defined in Eq. (7). In the limit of \( \gamma = 0 \), the soliton’s amplitude \( a \) at \( r = 0 \) assumes either of the two limiting values, which are, in fact, amplitudes of two plane-wave solutions to Eq. (4) with the same propagation constant \( k \),

\[ a_{1,2}(k) = \sqrt{1/2}(1 \pm \sqrt{1 - 4k}). \]
The dependence $a(k)$ found numerically for zero-spin solitons, together with that for plane waves, as given by Eq. (9), is shown in Fig. 2. It is seen from this figure that, with the increase of $k$, the amplitude $a(k)$ approaches $a_1(k)$, attaining this value at $k = k_{\text{max}}^{(3D)} = 0.15$. Thus, $k = k_{\text{max}}^{(3D)}$ is an existence boundary of the zero-spin solitons, at which the size of the soliton diverges as it is going over into a plane wave. This limitation on $k$ may be regarded as a saturation of the propagation constant.

In any dimension, there is a similar upper boundary for the values of $k$ at which solitons exist. In the 1D case, one has, instead of Eq. (6), an equation $V'' - kV + V^3 - V^5 = 0$, with the well-known exact soliton solution

$$V^2(X) = 4k[1 + \sqrt{1 - (16/3)k \cosh(2 \sqrt{k} X)]^{-1},$$

where $X$ is the transverse coordinate. Obviously, the solution (10) exists at $k < k_{\text{max}}^{(1D)} = \pi$, at $k = k_{\text{max}}^{(1D)}$ the soliton amplitude coinciding with the larger plane-wave amplitude $a_1$ from Eq. (9). In the 2D case, we have found, using the same shooting method, $k_{\text{max}}^{(2D)} \approx 0.18$. It is noteworthy that $k_{\text{max}}^{(2D)} < k_{\text{max}}^{(1D)}$; hence we conclude that the upper boundary of the existence of the soliton solutions to Eq. (4) decreases as the space dimension increases.

The most important physical characteristic of the 3D optical soliton is its energy,

$$E(k) = 4 \pi \int_{0}^{\infty} V^2(r,k) r^2 dr.$$  

Figure 3 displays the energy of the 3D LB vs $k$. A crucial difference of this dependence from those for the 1D and 2D solitons (in the same CQNLS model) is that the energy is diverging in the limit $k \to 0$. This is explained by the fact that, as seen in Fig. 1, although the soliton’s amplitude vanishes as $k \to 0$, the soliton is quickly getting very broad. Because of the multiplier $r^{D-1}$ in the expression for $E$ [see Eq. (11)], the energy is very sensitive to the soliton’s width. Our analysis of the same dependence in the 2D case shows that the energy (or the beam’s power, if the 2D soliton is interpreted as a spatial cylindrical beam; see, e.g., Ref. [32]) attains a finite value $E_{\text{min}}^{(2D)} \approx 1.75$ at $k = 0$, and in the 1D case the energy of the soliton given by Eq. (10) vanishes as $k \to 0$. An important consequence of the divergence of the 3D soliton’s energy at $k \to 0$ is the presence of a minimum energy necessary for the existence of the 3D zero-spin solitons, whose numerical value is $E_{\text{min}}^{(3D)} \approx 2.00$ (note a similar property of LB’s in the model with the quadratic nonlinearity: they have nonzero $E_{\text{min}}$ in both the cases $D = 2$ and $D = 3$ [12]).

Lastly, we notice that the U-shaped dependence $E(k)$ is tantamount to the existence of two soliton solutions, with different values of $k$, at each value of the energy $E > E_{\text{min}}$. This is a distinctive feature of the 3D case, which is also known in the saturable model [21,22].

A necessary stability condition for solitons is given by the well-known Vakhitov-Kolokolov (VK) criterion [21,33]: the dependence $E(k)$ must have a positive slope, i.e., $dE/dk > 0$. The fact that the energy of the 3D soliton diverges in both limits $k \to \infty$ and $k \to 0$ gives rise to a point $k_{\text{cr}} \approx 0.026$, at which $dE/dk$ changes its sign; see Fig. 3. Thus, the zero-spin 3D solitons are definitely unstable at $k < k_{\text{cr}}$, and may be stable at $k > k_{\text{cr}}$ (note that, in some cases, the Vakhitov-Kolokolov criterion turns out to be not only necessary, but also sufficient for the stability of the soliton [26,33]).

III. SOLITONS WITH SPIN ONE

A. Ansätze 1: Spherical variables

The spherical spatiotemporal coordinates, supplementing the radial variable $r$ introduced in Eq. (5), can be applied to construct solutions to Eq. (4) in the form of 3D solitons with an integer spin $m \neq 0$. We search for such solutions as
$$u(\xi, \eta, \tau, \xi) = \exp(ik\xi + im\phi)V(r, \theta),$$

where $\cos \theta = \eta r$, and $\phi$ is the usual angular coordinate in the transverse plane $(\xi, \eta)$. Then, Eq. (4) is transformed into

$$\frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial V}{\partial r} \right) + \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial V}{\partial \theta} \right) - \frac{m^2 V}{r^2 \sin^2 \theta} - kV + V^3 - V^5 = 0.$$  

(13)

This is the Euler-Lagrange equation $\delta S = 0$, resulting from varying the action $S = \int_0^\infty dr \int_0^{2\pi} d\theta$ with the Lagrangian

$$L = \frac{1}{2} r^2 \sin \theta \left( \frac{\partial V}{\partial r} \right)^2 + \frac{1}{r^2 \sin^2 \theta} \left( \frac{\partial V}{\partial \theta} \right)^2 + \frac{m^2 V^2}{r^2 \sin^2 \theta} + kV^2 - \frac{1}{2} V^4 + \frac{1}{3} V^6 \right).$$  

(14)

Hereafter, we consider only the case $m = 1$, as it does not seem plausible that a vortex soliton with $m > 1$ can be dynamically stable. Note that it has been demonstrated that dark optical vortices (the ones whose field does not vanish at infinity) are definitely unstable if $m > 1$ [34].

We aim to develop the variational approximation for a description of 3D spinning solitons (note that various forms of VA, using Gaussian and super-Gaussian Ansa"e"tze, or trial functions, were applied to the description of 1D solitons in the CQNLS model [35]). We here adopt the trial function

$$V(r, \theta) = U(r) \sin \theta,$$  

(15)

which, as a matter of fact, represents nothing else but a spherical harmonic with the quantum numbers $l = 1$ and $m = 1$. Of course, it cannot be an exact solution to the nonlinear equation (13). One should also bear in mind that this is, in fact, not a spatial but a spatiotemporal spherical harmonic.

Inserting the Ans"a"etze (15) into the Lagrangian (14) and integrating it over $\theta$, but keeping an arbitrary dependence $U(r)$, one can readily derive the corresponding Euler-Lagrange equation

$$\frac{d^2 U}{dr^2} + \frac{2}{r} \frac{dU}{dr} - \frac{2}{r^2} U - kU + \frac{4}{5} U^3 - \frac{24}{35} U^5 = 0.$$  

(16)

Solutions to this equation pertaining to different values of $k$ are displayed in Fig. 4. These solutions were found numerically by means of the shooting method adjusted to the obvious boundary conditions stating that $U(r)$ must vanish linearly at $r \to 0$ and exponentially at $r \to \infty$. Similarly to the 2D case [13], it was found that the slope of the function $U(r)$ at $r = 0$ increases with $k$ up to a maximum value at $k = 0.09$, and then decreases (in the 2D case, a maximum was attained at $k = 0.145$).

The energy of the spinning soliton (12) is given by the expression

$$E = 2\pi \int_0^\infty \int_0^{2\pi} r^2 \sin \theta d\theta V^2(r, \theta).$$

FIG. 4. Solutions for 3D spinning solitons with $m = 1$. The solid and dashed curves show, respectively, the functions $U(r)$ and $U(p)$ [see Eqs. (15) and (21)] with the same values of $k$, which are written near the curves.

Substituting into this formula the Ans"a"etze (15), one obtains [cf. Eq. (11)]

$$E(k) = \frac{(4\pi)^{1/2}}{4} \int_0^\infty U^2(r; k) r^2 dr.$$  

(17)

The energy given by the latter expression is displayed, as a function of the propagation constant $k$, in Fig. 5. The minimum of the function, $E_{\text{min}}/4\pi = 62.6$, is located at $k = k_{\text{cr}} \approx 0.033$. Consequently, the above-mentioned VK criterion [21] suggests that the spinning soliton with $m = 1$ may be stable at $k > k_{\text{cr}}$. Strictly speaking, the applicability of this criterion to vortex solitons, whose amplitude vanishes at the center, has not been proved, but recent results for the 2D vortex solitons in the present model [13] show that the numerically found stability indeed complies with the VK criterion. It is also noteworthy that the $k_{\text{cr}}$ does not strongly depend on the spin: a similar value found in the previous section for $m = 0$ was 0.026.

It was not possible to find soliton solutions to Eq. (16) at $k$ exceeding some maximum value. Within the accuracy of the numerical calculations (and of the accuracy provided by the VA), this value proves to coincide with $k_{\text{max}}^{(3D)} = 0.15$, as indicated by the circles and triangles in Fig. 4.

FIG. 5. The energy of the 3D spinning soliton. The circles and triangles indicate numerical values obtained, respectively, for the spherical and cylindrical Ans"a"etze [see Eqs. (17) and (31)].
which was the upper existence border for the zero-spin solitons found in the previous section. Thus, the upper existence bound (in terms of the propagation constant) for multidimensional solitons does not depend strongly on the value of the spin, but it depends upon the spatial dimension: we have checked that the upper bounds almost coincide too for 2D solitons with $m=0$ and $m=1$ (both are $k_{\text{max}}^{(2D)} \approx 0.18$; see also Ref. [13] for the case $m=1$).

The ratio of the minimum energies of the $m=0$ and $m=1$ solitons in the 2D case (which are $E_{\text{min}}^{(2D)} \approx 50$ for the soliton with $m=1$ [13] and $E_{\text{min}}^{(2D)} = 11.75$ for the zero-spin soliton) is $50/11.75 \approx 4.26$. Comparing this to the same ratio in the 3D case, $62.6/15 = 4.17$, allows us to conclude that, in any dimension, formation of a spinning soliton requires energy which is, roughly, four times that necessary for the formation of a spinless soliton. Thus, experimental generation of the spinning soliton is expected to be harder than of the zero-spin one, but not impossible.

Lastly, the distribution of the spinning soliton’s field in the plane ($\rho = \sqrt{\xi^2 + \eta^2}$, $\tau$) (i.e., a cross-section at $\varphi = \text{const}$) for two characteristic values of $k$ is displayed in Figs. 6 and 7.

### B. Ansätze 2: Cylindrical variables

We will now consider an alternative approximation for the description of essentially the same solution, i.e., the spinning 3D soliton. Here, we introduce the cylindrical spatiotemporal variables $(\rho, \varphi, \tau)$, where $\rho = r \sin \theta$ (in terms of the spatial variables, $\rho = \sqrt{\xi^2 + \eta^2}$, i.e., $\rho$ is the usual radial coordinate in the transverse 2D plane $(\xi, \eta)$). This time, a stationary solution is sought for in the form (we again confine ourselves to the case $m=1$)

$$u(\xi, \eta, \tau, \varphi) = \exp(ik\xi + i\varphi)V(\rho, \tau),$$

(cf. Eq. (12). The substitution of this into Eq. (4) yields

$$\frac{\partial^2 V}{\partial \tau^2} + \frac{1}{\rho} \frac{\partial V}{\partial \rho} + \frac{\partial^2 V}{\partial \tau^2} - \rho^2 - kV + V^3 - V^5 = 0.$$  

We stress that both Eqs. (13) (with $m=1$) and (19) are exact and tantamount to each other. However, their approximate solutions generated by VA are not equivalent. Actually, comparison between them offers a convenient opportunity to estimate the accuracy and reliability of the VA.

The variational representation of Eq. (19) is $\delta S = 0$, with $S = \int_0^\infty d\rho \int_{\varphi=\text{const}} \rho^2 L \, d\tau$, where

$$L = \frac{\rho}{2} \left( \frac{\partial V}{\partial \rho} \right)^2 + \frac{\partial V}{\partial \varphi}^2 + \frac{V^2}{\rho^2} + kV^2 - \frac{1}{2} V^4 + \frac{1}{3} V^6 \right).$$

To apply the VA to this problem, we follow the work [6] and adopt an Ansätze assuming the separation of the variables $\rho$ and $\tau$.

$$V(\rho, \tau) = U(\rho) \text{sech}(\mu \tau),$$

where the inverse temporal width $\mu$ is a variational parameter. The Lagrangian (20), integrated over the variable $\tau$, yields an *averaged Lagrangian*,

$$\langle L \rangle = \frac{\rho}{\mu} \left( \frac{dU}{d\rho} \right)^2 + \frac{U^2}{\rho^2} + \beta U^2 - \frac{1}{3} U^4 + \frac{8}{45} U^6 \right),$$

$$\beta = k + \mu^2/3.$$
The standard variational procedure applied to the latter Lagrangian yields the following equations for the function \( U(\rho) \) [cf. Eq. (16)] and parameter \( \mu \):

\[
\frac{d^2U}{d\rho^2} + \frac{1}{\rho} \frac{dU}{d\rho} - \frac{U}{\rho^2} - \beta U + \frac{2}{3} U^3 - \frac{8}{15} U^5 = 0,
\]

\[
\int_0^\infty \frac{\partial(L)}{\partial \mu} d\rho = 0.
\]

It should be noted that the solution \( U \) to Eq. (24) depends on the parameter \( \beta \) [defined in Eq. (23)], and it is determined by boundary conditions

\[
U(\rho; \beta) = a(\beta) \rho \quad \text{at}\quad \rho \to 0;
\]

\[
U(\rho; \beta) = A(\beta) \rho^{-1/2} \exp(-\sqrt{\beta} \rho) \quad \text{at}\quad \rho \to \infty
\]

with some constants \( a(\beta) \) and \( A(\beta) \).

Using the notation

\[
\epsilon_j(\beta) = \int_0^\infty U^{2j}(\rho; \beta) \rho \, d\rho, \quad j = 1, 2, 3,
\]

we can rewrite Eq. (25) as

\[
\int_0^\infty \left( \frac{dU}{d\rho} \right)^2 U^2 \rho \, d\rho = \left( \frac{\mu^2}{3} \right)^2 \epsilon_1 + \frac{1}{3} \epsilon_2 - \frac{8}{45} \epsilon_3.
\]

Also, Eq. (24) can be converted into the equivalent form,

\[
\left[ \frac{dU}{d\rho} \right]^2 U^2 \rho = \frac{d}{d\rho} \left( \rho U \frac{dU}{d\rho} \right) - \beta \rho U^2 + \frac{2}{3} \rho U^4 - \frac{8}{15} \rho U^6.
\]

After substitution of Eq. (29) into Eq. (28), one should integrate the right-hand side of Eq. (29) over \( \rho \), the integral of the first term vanishing due to the boundary conditions (26). This procedure results in an implicit functional relationship between \( \mu \) and \( \beta \):

\[
\mu^2(\beta) = \epsilon_1^{-1}(e_2 - 16e_3/15),
\]

which, considering the definition (23), yields \( k(\beta) = \beta - (e_2 - 16e_3/15)/3e_1 \).

Using the shooting method, we have found soliton solutions to Eq. (24) for different values of \( \beta \), which are displayed by the dashed curves in Fig. 4. Note that the comparison between the solid and dashed curves, representing the soliton profiles as produced by the two different Ansätze introduced above (based, respectively, on the spherical and cylindrical coordinates), makes sense at \( \tau = 0 \), when the spatiotemporal and spatial radial variables \( r \) and \( \rho \) coincide. It is also noteworthy that the maxima of the slope at the origin for both approximate solutions are attained at \( k = 0.09 \).

Next, we calculated the values \( \epsilon_j \) [Eq. (27)], \( \mu \) [Eq. (30)], and, lastly, \( k \). This allows us to construct the dependencies \( \epsilon_j(k), \mu^{-1}(k), \) and \( \beta^{-1/2}(k) \), which are shown in Fig. 8. Note that the behavior of the soliton temporal width \( \mu^{-1} \) differs considerably from that of its spatial width \( \beta^{-1/2} \) [the widths may be interpreted this way according to the asymptotic expressions (26)]. Such a difference is possible because of a fast increase of the asymptotic amplitude \( A(\beta) \) with \( \beta \). The minimum of the temporal width \( \mu^{-1} \), clearly seen in Fig. 8, occurs at \( k = 0.14 \), when \( \mu^{-1} \).

It is now possible to evaluate the energy of the soliton, as per the present version of the VA,

\[
E(\mu, \beta) = 2\pi \int_{-\infty}^{\infty} \sech^2(\mu \tau) d\tau \int_0^\infty U^2(\rho; \beta) \rho \, d\rho
\]

\[
= 4\pi \mu^{-1} \epsilon_1(\beta).
\]

The energy as a function of \( k \) is shown in Fig. 5. The minimum of the energy coincides with that at \( k = 0.033 \), predicted by the previous version of the VA (the minimum energy itself is \( E_{\text{min}} = 4\pi \approx 57 \)). So the two very different Ansätze predict almost identical stability borders for the spinning 3D solitons. However, it is seen from Fig. 5 that the energy predicted by the cylindrical Ansätze (21) grows faster than that predicted by the spherical one (15). It was possible to find numerical solutions to Eq. (24) only for \( k < 0.14 \). Thus, the upper existence limit for the spinning solitons as per the cylindrical Ansätze is slightly less than the above limit \( k_{\text{max}} = 0.15 \) generated by the spherical Ansätze.

The field distributions predicted by the two different trial functions (15) and (21), at two different values of \( k \), can be compared by looking at Figs. 6 (\( k = 0.045, \mu^2 > \beta \)) and 7 (\( k = 0.125, \mu^2 < \beta \)). From these results, we conclude that the VA predicts the energy of the multidimensional spinning solitons better than details of their shape (note that the analysis of the VA for 1D and 2D solitons in the model with quadratic nonlinearity led to a similar general conclusion [32]).

IV. CONCLUSION

In this work, we sought for 3D soliton solutions in a model of media with self-focusing cubic and self-defocusing quintic nonlinearities. Numerically exact solutions for the solitons without spin, and variational solutions (using two
different versions of the variational approximation, which yield fairly close final results) for the spinning solitons were obtained. We predict the existence of two branches in the dependence of the 3D soliton’s energy vs its propagation constant $k$ for both types of solitons. One of these branches corresponds to stable solitons, and the other to unstable ones. The region of existence of stable solitons is found to be slightly narrower for the spinning solitons: the bottom border corresponds to stable solitons, and at $k\approx 0.033$ for the spinning solitons, and at $k\approx 0.026$ for the zero-spin ones. The top existence borders almost exactly coincide for both types of soliton. Comparison with the known results for 2D vortex solitons [13] suggests that the top border is increased with increase of the dimension from 2 to 3. A noteworthy common property of the solitons in this model is that, almost irrespective of the dimension ($D = 2$ or $D = 3$), the minimum (threshold) energy necessary for the formation of a soliton with spin 1 exceeds by more than four times the minimum energy necessary to create a spinless soliton.

It still remains to test the stability of the spinning soliton in direct four-dimensional numerical simulations.

Note added in proof. Very recently, direct numerical simulations of the spinning light bullet (with the values of the spin 1 and 2) in the present (cubic-quintic) model were performed by D. Mihalache, D Mazilu, L.-C. Crasovan, B. A. Malomed, and F. Lederer (unpublished). The result is that, strictly speaking, the spinning bullet is always unstable against azimuthal perturbations, which eventually leads to splitting of the bullets into a set of several flying nonspinning ones, the initial spin being converted into the net orbital momentum of the “splinters.” However, depending on the initial energy of the spinning bullet, it may persist over a fairly long propagation distance (many soliton periods) before the actual onset of the instability. In some cases, the quasistable-propagation distance turns out to be so long that the spinning bullet is virtually stable from the standpoint of any possible experiment. Thus, the spinning bullets considered in the present paper are quite meaningful physical objects.
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